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Abstract

In order to improve the optimization accuracy and convergence speed of gravitational search algorithm, the gravitational search algorithm with the mechanism of adaptive mixed random mutation is proposed. A mutation trigger function with adaptive property is introduced into the algorithm, so that every particle has the probability of mutation at any time, and the number of particles that change in the population tends to decrease with the increase of iteration times. At the same time, in the whole optimization process of the algorithm, the uniform mutation and Laplace-normal hybrid mutation cooperate together. The uniform mutation enables the algorithm to find the global optimal area quickly, and then continue deep search with hybrid mutation to improve the optimization performance. The simulation results show that in solving the problem of extremum optimization, the improved algorithm has significantly improved optimization performance, and has high convergence accuracy and faster convergence speed.
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1. Introduction

With the development of science and technology, combinatorial optimization is becoming more and more complex. The traditional numerical method is not quick and convenient in solving large-scale optimization problems. In order to solve the problem, researchers began to seek a new algorithm. They put forward a series of heuristic algorithms such as ant colony algorithm for simulating ant collective behavior, particle swarm optimization for simulating the behavior of bird population, genetic algorithm for simulating the mechanism of biological evolution in nature, tabu search algorithm for simulating the memory process of human intelligence, simulated annealing algorithm for simulated annealing process of solid matter, bat algorithm to simulate bats echolocation and so on. These heuristic algorithms can get better results than traditional numerical methods in solving various complex optimization problems.

Gravitational search algorithm \cite{14} (GSA) is a new heuristic global optimization algorithm proposed by Professor E. Rasheeda. The algorithm simulates the most common gravitational force phenomena in nature. Individuals are attracted by the action of the gravitational force and move towards the direction of the largest mass of individuals. The motion of individuals follows Newton's second law. With the continuous movement, eventually the whole population will gather around the largest quality individuals. In this way, the largest quality individuals can be obtained and the best individuals occupy the best position; the optimal solution of the problem is achieved. At present, the algorithm has been successfully used to solve problems about choosing Web server of QoS \cite{18} based on filtering model of linear and nonlinear classification \cite{13}, classification data \cite{2}, estimates the decision function \cite{1}, fault diagnosis \cite{15}, identification of parameters of the chaotic system \cite{6}, multi objective economic decision \cite{12}, slope stability analysis \cite{4} etc.
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On one hand, gravitational search algorithm has the advantages of swarm intelligence algorithm such as strong global search ability and fast convergence speed. But there are some shortcomings such as premature maturity and low accuracy. Aiming at these shortcomings, many scholars have made some improvements on gravitational search algorithm. For example, in reference [5], fuzzy rules are adopted to make nonlinear dynamic adjustment of the gravitational coefficient, which effectively avoids the problem that standard gravitational search algorithm is easy to fall into local optimum. In reference [16], by constructing elite search strategy and diversity enhancement mechanism, the speed of each particle moving to a new position is controlled and the algorithm is effectively prevented from precocity. In reference [3], the global optimal solution of particle swarm optimization and the idea of local optimal solution are applied to the gravitational search algorithm. The convergence of the algorithm is improved. Reference [11] makes use of the best position and adds dynamic learning factor to make the particle move faster to the global optimal region, and improve the optimization performance of the algorithm. These improvements have improved the performance of the algorithms in their respective applications, but the gravitational search algorithm still has further improvement. This paper proposes gravitational search algorithm with a novel the mechanism of adaptive mixed random mutation (MGSA), used to solve the extreme value of function optimization problem. According to iterative evolution, the algorithm adjusts the mutation of the number of individuals dynamically in the population and uses the uniform mutation and Laplace-normal hybrid mutation, so that the population optimization precision has been improved obviously. The experimental results show that the improved algorithm has higher optimization accuracy and better improvement in the convergence performance.

2. The gravitational search algorithm

In the gravitational search algorithm, each particle is regarded as a mass moving object in space. It is attracted by particles by attracting gravitation. Particles with smaller mass move in the direction of mass particles. The motion of particles follows Newton's second law. With the continuous movement of motion, the largest mass of the particle occupies the best position in the end, corresponding to the better fitness value, and then the optimal solution of the problem is obtained.

Suppose there are \( N \) agents in the \( D \)-dimensional search space, then the position of the agent \( i \) is presented as Equation (1):

\[
X_i = (x_{i1}, x_{i2}, ..., x_{iD}) ; i = 1, 2, ..., N
\]

\( x_{ik} \) represents the position of the agent \( i \) on the \( k \) dimension.

On the dimension \( k \), the agent \( i \) is subjected to the force of the agent \( j \) at the time \( t \):

\[
F_{ik}^j(t) = G(t) \frac{M_p(t) \times M_j(t)}{R_{ij}(t) + \varepsilon} (x_j^k(t) - x_i^k(t))
\]

In Equation (2), \( M_p(t) \) is the inertial mass of the acting agent \( j \). \( M_j(t) \) is the inertia mass of the acted agent \( i \). \( \varepsilon \) is a very small constant. \( G(t) \) is the gravitational constant at the time \( t \). \( R_{ij}(t) \) represents Euclidean distance of agents between \( X_i \) and \( X_j \).

At the time of \( t \), the sum of forces acting on the \( X_i \) on the \( k \) dimension is equal to the sum of the forces of all other agents.

\[
F_{ik}^j(t) = \sum_{j \neq i}^{N} \text{rand} \cdot F_{ik}^j(t)
\]

\( \text{rand} \) is a random number of uniform distribution between [0,1].

According to Newton’s second law, the agent is driven by the gravitational force of other agents and produces acceleration. The calculation equation is represented below:

\[
a_i^k(t) = \frac{F_{ik}^j(t)}{M_i(t)}
\]

\( M_i(t) \) is the mass of the agent \( i \).

In each iteration, the agent is calculated to get the acceleration to update the velocity and position of the agent. Update equation is presented as below:
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\[ v_i^k (t + 1) = \text{rand}_i \times v_i^k (t) + a_i (t) \]  
\[ x_i^k (t + 1) = x_i^k (t) + v_i^k (t + 1) \]  
\( \text{rand}_i \) is a random number of uniform distribution between [0,1].

The mass of inertia is based on the size of the adaptive value. The larger the mass of the agent is, the closer it is to the optimal value. According to the gravitational search algorithm, the inertia mass updating equation of agents presented as Equation (7), (8) and (9):

\[ M_m = M_p = M_i, i = 1, 2, ... , N \]  
\[ m_i(t) = \frac{\text{fit}(t) - \text{worst}(t)}{\text{best}(t) - \text{worst}(t)} \]  
\[ M_i(t) = m_i(t) \sum_{j=1}^{N} m_j(t) \]

\( \text{fit}(t) \) is agent’s fitness value, \( \text{best}(t) \) is optimal solution at the time \( t \), \( \text{worst}(t) \) is worst solution. Calculation equation is represented below:

\[ \text{best}(t) = \max_{i \in \{1, 2, ..., N\}} \text{fit}(t) \]  
\[ \text{worst}(t) = \min_{i \in \{1, 2, ..., N\}} \text{fit}(t) \]

3. MGSA

3.1. Adaptive trigger function of mutation

Through the analysis of the gravitational search algorithm, the movement of particles decreases continuously. Moreover, the particle lacks the mechanism to jump out of the local extremum in the later stage as the number of iterations increases, which results in low convergence accuracy in the solution of some problems. Therefore, this paper proposes adaptive trigger function of mutation to improve the algorithm. At the same time, the mutation trigger rate tends to decrease with the increase of iteration times. Because higher mutation rate can improve the diversity of the population, make the algorithm jump out of the local extremum, and provide the basis for searching for further depth in later stages. Also, decrease the mutation rate at the end of the algorithm to prevent the destruction of excellent mass at the beginning of the algorithm, so as to provide the possibility for better accuracy. The expression of adaptive trigger function of mutation is:

\[ TR_i = e^{\left( -\frac{\text{dim}}{2} \times \frac{t}{T} \right)} \times (\text{rand}_i \times e^{\left( -\frac{i-1}{N} \right)} + \varepsilon) \]  

\( TR_i \) is the trigger function value of the \( i \)th particle at iteration number \( t \), \( \varepsilon \) is a constant and the value is in [0.25,0.35].The threshold value of the trigger function is 0.5. When \( TR_i > 0.5 \), the particle is mutated. After the simulation test, when \( \varepsilon = 0.3 \), about 60% of the masses in the initial stage of the algorithm mutate and the algorithm's optimization effect is better.

3.2. Mutation process

In the early stage of the algorithm, the number of particles that satisfy the mutation condition is large, and the method of uniform mutation \[8\] is used to move the mobile area in a larger stride. The particles that meet the mutation condition are close to the optimal solution area, if not, they move according to the original step to the best solution area. If so, in the early stage of the algorithm, the two modes of movement make particles close to the optimal solution region quickly. It can also improve the convergence rate and the probability of jumping out of the local extremum. The equation for updating particle position with uniform mutation is presented as below:
$$x_i(t) = (1 + r)x_i(t), \quad rand \leq (1 - \frac{t}{T})$$  \hspace{1cm} (13)

$r$ is a random number distributed uniformly between [0,1], and $rand$ is a random number used to judge the mode of mutation between [0,1].

In the later period of the algorithm, the hybrid mutation of normal mutation and Laplace mutation meet the mutation conditions of individual particle combined. The Laplace distribution has the function characteristic of "sharp peak and thick tail". The sharp peak makes the area of Laplace distributed more near the expected value in the smaller area than the normal distribution. But the thick tail makes the Laplace distribution within 3 times the standard deviation of the expected value less than the normal distribution. Hybrid mutation makes a local area where the generated random value is close the center of the expected value as much as possible. In this way, the particles can mutate near the current optimal solution. It can maintain the appropriate mutation ability to jump out the local extremum at the later stage. It is also conducive to the deep search in the later stage of the algorithm and get better optimization accuracy.

In this paper, the normal variation function $Normal_i(t)$ based on the basis of normal distribution probability density function is presented as Equation (14):

$$Normal_i(t) = \frac{1}{\sqrt{2\pi \sigma}} e^{-\frac{(x_{best} - x_i)^2}{2\sigma^2}}$$  \hspace{1cm} (14)

$x_{best}$ is the current global optimal solution, $\sigma$ is the standard deviation of normal distribution.

The Laplace mutation function $Laplace_i(t)$ based on the basis of Laplace distribution probability density function is presented as Equation (15):

$$Laplace_i(t) = \frac{1}{2\lambda} e^{-\left|\frac{x_{best} - x_i}{\lambda}\right|}$$  \hspace{1cm} (15)

$2\lambda^2$ is the variance of Laplace distribution.

Laplace normal hybrid mutation function $MLN_i(t)$ is presented as Equation (16):

$$MLN_i(t) = (1 - \omega)Laplace_i(t) + \omega Normal_i(t)$$  \hspace{1cm} (16)

$\omega$ is the hybrid weight parameter according to the experimental simulation test, the best value $\omega$ is 0.3.

$x_{best}$ is the current global optimal solution. In the later period of the algorithm, its mass is larger and the gravitational force of other particles is greater, which makes the algorithm easy to fall into local extremum. At this time, the attraction of particles that can get out of $x_{best}$ and jump out of the local extremum through the disturbance of the hybrid variation. The position update equation for hybrid mutation movement is presented as below:

$$x_i(t) = MLN_i(t)x_i(t), \quad rand > (1 - \frac{t}{T})$$  \hspace{1cm} (17)

The combination of uniform mutation and hybrid mutation accelerates the speed of particles moving to the best solution area and improves the ability to jump out of the local extremum. On the other hand, it improves the optimization accuracy of the algorithm, so it improves the performance of algorithm optimization.

### 3.3. Algorithm steps

Step 1: Initialize the population randomly, initialize the position of the particle $X$ and speed $V$. 

Step 2: Make the population close to boundary, according to the objective function \( f(x) \), \( x = (x_1, x_2, \ldots, x_d) \) and get the optimum solution Equation (10), get the optimum solution and record the position of particle \( x_{best} \).

Step 3: According to the Equation (12) the triggering function of mutation, determine whether each particle is variant or not. If it meets conditions of the mutation, the uniform mutation or Laplace-normal hybrid mutation operation is carried out according to the Equation (13) and (17). If not, the mutation doesn’t happen.

Step 4: After updating population, according to the objective function, Equation (10) and (11), calculate the best value \( best(t) \) and worst value \( worst(t) \) of the current generations, and find out the position \( x_{best} \), the current location of global optimal solution.

Step 5: Calculate the inertia mass of the particle \( M \) and is update the gravitational constant \( G \) according to the best value \( best(t) \), the worst value \( worst(t) \) obtained in the Step 4 and the Equation(9).

Step 6: Calculate the gravity of the surrounding particles to the individual according to the Equation (3).

Step 7: Calculate accelerated velocity of the particles by the Equation (4), and obtain the velocity of the particle by the Equation (5).

Step 8: Update the position of the particle according to the Equation (6).

Step 9: Back to the Step2 loop iteration until the cycle index or required precision is reached.

Step 10: End the cycle and output the result.

3.4. Convergence analysis of improved algorithm

The speed update Equation (5) and the position update Equation (6) reflect the global searching ability of the algorithm, which provides a basic basis for proving the convergence of the algorithm. Reference [9] and [10] use difference equations to analyze the convergence of bat algorithm and particle swarm algorithm respectively. This paper uses the same method to analyze the convergence of the improved gravitational search algorithm by establishing the difference equation.

The Equation (5) and Equation (6) show that all variables are multidimensional variables, but each one is independent. So, it can be simplified to one dimension to improve the algorithm.

In order to calculate easily, value of \( rand \), and \( r \) is assumed as 0.5, the hybrid mutation function is regarded as the constant coefficient \( \mu \). So, the velocity Equation is simplified as Equation (18):

\[
v(t+1) = \frac{1}{2} v(t) + a(t) \quad \text{(18)}
\]

There are 3 forms of the position equation of the improved algorithm: position update equation for non-mutation individuals, the position update equation of uniform mutation individuals and position update equation of hybrid mutation individuals, as Equation (6), (19) and (20):

\[
x(t+1) = 1.5 x(t) + v(t+1) \quad \text{(19)}
\]

\[
x(t+1) = \mu x(t) + v(t+1) \quad \text{(20)}
\]

Case 1: Non mutation from Equation (5) and the Equation (6) can be obtained as shown in Equation (21):

\[
x(t+2) = \frac{3}{2} x(t+1) + \frac{1}{2} x(t) = a(t+1) \quad \text{(21)}
\]

This is a second-order nonhomogeneous differential equation with constant coefficients and its characteristic equation is: \( \lambda^2 - \frac{3}{2} \lambda + \frac{1}{2} = 0 \). \( \Delta = \frac{1}{4} > 0 \), \( \lambda_{1,2} = \frac{3 \pm \sqrt{\Delta}}{2} \), and \( \lambda_1 = 1 \), \( \lambda_2 = \frac{1}{2} \). Then, \( x(t) = A_0 + A_1 \lambda_1^t + A_2 \lambda_2^t \) and \( A_1 \) are
undetermined coefficient. \( \lim_{t \to \infty} = A_0 + A_2 \), the particle trajectories converge.

Case 2: Uniform mutation, from Equation (5) and the Equation (19), it can be obtained as Equation (22):

\[
x(t+2) - 2x(t+1) + \frac{3}{4}x(t) = a(t+1)
\]

(22)

Its characteristic equation is \( \lambda^2 - 2\lambda + \frac{3}{4} = 0 \). \( \Delta = 1 > 0 \), \( \lambda_1, \lambda_2 = \frac{2 \pm \sqrt{\Delta}}{2} \), and \( \lambda_1 = \frac{3}{2}, \lambda_2 = \frac{1}{2} \). So similarly, the particle trajectory does not converge.

Case 3: Hybrid mutation, from Equation (5) and the Equation (20), it can be obtained as Equation (23):

\[
x(t+2) - \left(\mu + \frac{1}{2}\right)x(t+1) + \frac{1}{2}\mu x(t) = a(t+1)
\]

(23)

Its characteristic equation is \( \lambda^2 - \left(\mu + \frac{1}{2}\right)\lambda + \frac{1}{2}\mu = 0 \). \( \Delta = \left(\mu + \frac{1}{2}\right)^2 - 2\mu \) that is \( \Delta = \left(\mu - \frac{1}{2}\right)^2 \geq 0 \). There are 2 conditions to be considered:

1) When \( \Delta = 0 \), \( \lambda_1 = \lambda_2 = \frac{\mu + 1}{2} \), and \( x(t) = (A_0 + A_1t)\lambda' \), \( A_0, A_1 \) are undetermined coefficients.

2) When \( \Delta > 0 \), \( \lambda_1, \lambda_2 = \frac{\left(\mu + \frac{1}{2}\right) \pm \sqrt{\Delta}}{2} \), and \( x(t) = A_0 + A_1\lambda'_1 + A_2\lambda'_2 \), \( A_0, A_1, A_2 \) are undetermined coefficients.

If \( t \to \infty \), \( x(t) \) has its maximum and tends to a finite value. It is iterative convergence. According to above two situations, \( x(t) \) conditions of convergence is \( \|\lambda_1\| < 1 \) and \( \|\lambda_2\| < 1 \).

It is calculated as below:

When \( \Delta = 0 \), the convergent domain is \( \mu = \frac{1}{2} \).

When \( \Delta > 0 \), the convergent domain is \( \mu < \frac{3}{2} \) and \( \mu \neq \frac{1}{2} \).

In conclusion, the condition of iterative convergence is \( \mu < \frac{3}{2} \).

In the hybrid mutation, \( \mu < \frac{3}{2} \), so the hybrid mutation is convergence.

In the whole iteration process of the algorithm, if the particle conforms to the mutation condition, according to Equation (13) and (17), the uniform mutation exists only in the early stage of the algorithm. The later stage is the hybrid mutation, so the algorithm is convergent when the particle changes. It can be seen that the improved algorithm converges.

4. Function optimization simulation and result analysis

In order to test the optimization performance of the improved algorithm (MGSA), this paper designs simulation experiment, selects bat algorithm (BA) [17], gravitational search algorithm (GSA), improved gravitation search algorithm (IGSA) [7] and MGSA to make contrast simulation through 8 classical test functions.

4.1. Optimization test function

These are 8 test functions in Table 1. \( f_1(x) \) and \( f_2(x) \) are unimodal functions and used to test the efficiency of the algorithm and the speed of convergence. \( f_3(x), f_4(x), f_5(x), f_6(x), f_7(x) \) and \( f_8(x) \) are multimodal functions and used to test the global search capability of the algorithm and the ability to jump out of local extremes and avoid precocity. \( f_5(x) \)
is a typical nonlinear multimodal function and the fluctuating peak is hopping. It is difficult to find the global optimal solution. Function \( f_1(x) \) is a complex one of two dimensions, with numerous minimum points. The function is concussion and too difficult to find the global optimal solution. These 8 functions have some difficulties in solving the problem. It is suitable for the test algorithm to solve the optimization performance of the optimization problem of function extremum.

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Name} & \text{Text function} & f_{\text{min}} & D \\
\hline
\text{Sphere} & f_1(x) = \sum x_i^2 & 0 & 10,30,50 \\
\hline
\text{Schwefel’s Problem 1.2} & f_2(x) = \sum_{i=1}^{D}(x_i - 10 \cos(2\pi x_i) + 10) & 0 & 10,30,50 \\
\hline
\text{Generalized Rastrigin’s} & f_3(x) = \sum_{i=1}^{D}x_i^2 + \sum_{i=1}^{D}\frac{x_i^2}{2} + \left(\sum_{i=1}^{D}x_i^2\right)^2 & 0 & 10,30,50 \\
\hline
\text{Zakharov’s} & f_4(x) = \sum_{i=1}^{D}x_i^2 + \sum_{i=1}^{D}\frac{i x_i}{2} + \left(\sum_{i=1}^{D}x_i\right)^2 & 0 & 10,30,50 \\
\hline
\text{Alpine} & f_5(x) = \sum_{i=1}^{D}|x_i \sin(x_i) + 0.1x_i| & 0 & 10,30,50 \\
\hline
\text{Salomon} & f_6(x) = -\cos\left(2\pi \sqrt{\sum_{i=1}^{D}x_i^2}\right) + 0.1 \times \sum_{i=1}^{D}x_i^2 + 1 & 0 & 10,30,50 \\
\hline
\text{Schaffer} & f_7(x) = 0.5 + \frac{(\sin(\sqrt{x_1^2 + x_2^2}) - 0.5)}{\left(1 + 0.001(x_1^2 + x_2^2)\right)^2} & 0 & 2 \\
\hline
\text{Eggcrate} & f_8(x) = x_1^2 + x_2^2 + 25(\sin^2 x_1 + \sin^2 x_2) & 0 & 2 \\
\hline
\end{array}
\]

4.2. Analysis of optimization precision

In order to avoid errors caused by contingency and ensure objectivity and fairness in the experiment, four algorithms are run independently in the same environment for 30 times and the dimensions are 10, 30, 50, respectively. The test dimension is set to 2 because the function \( f_1(x) \) and \( f_2(x) \) are two dimensional function. The parameter settings are consistent with the basic gravitational search algorithm, that is to say, the size of the population is set to \( N=50 \), the number of iterations is 1000, the gravitational constant \( G_0 \) is 100, and the value of \( \alpha \) is 20. As for the bat algorithm, the loudness is 0.25 and the pulse rate is 0.5. In IGSA, the minimum weight of the inertia weight is 0.6 and the maximum weight is 0.9.

Table 2 show that under the same dimension, the optimization precision of MGSA is obviously higher than that of BA, GSA and IGSA. The globally optimal solution of MGSA is obtained under different dimensions. For the other three algorithms, only IGSA can get the globally optimal solution only in the \( f_1(x) \). It can be seen that the optimization effect of the 4 functions has reached the best effect. As for the function \( f_2(x) \), MGSA can achieve the global optimum on 30 and 50 dimensions, but there is no probability of reaching the optimal value in 10 dimensions. This is caused by fewer particles, while the other three algorithms cannot achieve global optimum in all dimensions. As for the function \( f_3(x) \), MGSA has no advantages in the 10 dimensional optimizations; but, with the increase of the dimension, the precision is continuously improved. For multidimensional functions, BA, GSA, and IGSA decrease with the increase of dimensions, and even fall into local extremes. But MGSA prevents this condition. This is due to the adaptive mutation mechanism that makes the particles mutate. For the function \( f_4(x) \), the four algorithms cannot find the global optimal value, but the degree of accuracy of the MGSA is obviously higher than that of the other three algorithms. The simulation results show that MGSA has wide adaptability whether in 10 dimensional, 30 and 50 dimensional multidimensional functions, or on 2 dimensional functions. This shows the obvious improvement of the convergence precision of the improved algorithm.

4.3. Analysis of convergence performance

The convergence curve of the algorithm directly reflects the number of local optimal solutions and the speed of downward convergence and it is an important index to measure the performance of the algorithm. There are 4 algorithm convergence curves. The dimension of functions \( f_1(x), f_2(x), f_3(x), f_4(x), f_5(x), f_6(x), f_7(x), f_8(x) \) is 30. The dimension of functions \( f_1(x) \) and \( f_2(x) \) is 2. It can be seen in Figure 1 to Figure 3.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Function</th>
<th>D</th>
<th>Worst</th>
<th>Best</th>
<th>Mean</th>
<th>Function</th>
<th>D</th>
<th>Worst</th>
<th>Best</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA</td>
<td>(f_1(x))</td>
<td>10</td>
<td>1.109e-07</td>
<td>5.256e-07</td>
<td>8.208e-07</td>
<td>(f_1(x))</td>
<td>30</td>
<td>1.890e-05</td>
<td>1.125e-05</td>
<td>1.455e-05</td>
</tr>
<tr>
<td>GSA</td>
<td>(f_1(x))</td>
<td>50</td>
<td>5.493e-05</td>
<td>3.731e-05</td>
<td>4.470e-05</td>
<td>(f_2(x))</td>
<td>10</td>
<td>1.712e-06</td>
<td>6.269e-07</td>
<td>9.985e-07</td>
</tr>
<tr>
<td>IGSA</td>
<td>(f_1(x))</td>
<td>8.170e-19</td>
<td>1.746e-19</td>
<td>4.882e-19</td>
<td>(f_2(x))</td>
<td>30</td>
<td>8.123e-18</td>
<td>2.422e-18</td>
<td>4.430e-18</td>
<td></td>
</tr>
<tr>
<td>MGSA</td>
<td>(f_1(x))</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>(f_2(x))</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BA</td>
<td>(f_1(x))</td>
<td>2.769e-04</td>
<td>2.670e-05</td>
<td>1.023e-04</td>
<td>(f_3(x))</td>
<td>5.406e-10</td>
<td>2.175e-10</td>
<td>3.908e-10</td>
<td>1.944e-13</td>
<td>2.153e-26</td>
</tr>
<tr>
<td>GSA</td>
<td>(f_1(x))</td>
<td>6.694</td>
<td>0.995</td>
<td>3.482</td>
<td>(f_3(x))</td>
<td>3.184e+01</td>
<td>1.194e+01</td>
<td>2.161e+01</td>
<td>2.919e-18</td>
<td>7.355e-19</td>
</tr>
<tr>
<td>IGSA</td>
<td>(f_1(x))</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>(f_3(x))</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BA</td>
<td>(f_1(x))</td>
<td>8.834e-12</td>
<td>3.553e-15</td>
<td>1.214e-12</td>
<td>(f_3(x))</td>
<td>3.135e+02</td>
<td>4.455e-05</td>
<td>4.478e+01</td>
<td>0.988e-03</td>
<td>1.059e-03</td>
</tr>
<tr>
<td>GSA</td>
<td>(f_1(x))</td>
<td>4.378e+01</td>
<td>1.990e+01</td>
<td>3.928e+01</td>
<td>(f_3(x))</td>
<td>2.295e+01</td>
<td>9.552e+00</td>
<td>1.547e+01</td>
<td>4.048e+00</td>
<td>2.031e+00</td>
</tr>
<tr>
<td>IGSA</td>
<td>(f_1(x))</td>
<td>6.694</td>
<td>0.995</td>
<td>3.482</td>
<td>(f_3(x))</td>
<td>2.047e-01</td>
<td>5.076e-03</td>
<td>6.228e-02</td>
<td>7.433e+00</td>
<td>1.414e+00</td>
</tr>
<tr>
<td>MGSA</td>
<td>(f_1(x))</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>(f_3(x))</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BA</td>
<td>(f_1(x))</td>
<td>2.690e-04</td>
<td>1.698e-04</td>
<td>2.147e-04</td>
<td>(f_4(x))</td>
<td>1.242e-02</td>
<td>3.704e-03</td>
<td>6.086e-03</td>
<td>0.994e+00</td>
<td>8.955e-01</td>
</tr>
<tr>
<td>GSA</td>
<td>(f_1(x))</td>
<td>8.698e-03</td>
<td>3.963e-09</td>
<td>1.091e-03</td>
<td>(f_4(x))</td>
<td>3.051e-09</td>
<td>1.768e-09</td>
<td>2.552e-09</td>
<td>9.950e-02</td>
<td>9.950e-02</td>
</tr>
<tr>
<td>IGSA</td>
<td>(f_1(x))</td>
<td>1.389e-02</td>
<td>9.374e-04</td>
<td>7.382e-03</td>
<td>(f_4(x))</td>
<td>1.280e-19</td>
<td>2.149e-41</td>
<td>8.464e-21</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MGSA</td>
<td>(f_1(x))</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>(f_4(x))</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BA</td>
<td>(f_1(x))</td>
<td>7.508e-01</td>
<td>3.986e-01</td>
<td>4.203e-01</td>
<td>(f_5(x))</td>
<td>2.547e+01</td>
<td>6.362e+00</td>
<td>1.537e+01</td>
<td>4.819e+00</td>
<td>9.949e+00</td>
</tr>
<tr>
<td>GSA</td>
<td>(f_1(x))</td>
<td>7.797e+01</td>
<td>2.487e+00</td>
<td>4.204e+01</td>
<td>(f_5(x))</td>
<td>7.836e+01</td>
<td>1.950e+01</td>
<td>4.615e+01</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IGSA</td>
<td>(f_1(x))</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>(f_5(x))</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MGSA</td>
<td>(f_1(x))</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>(f_5(x))</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 1. (a) the convergence curve of \(f_1(x)\), (b) the convergence curve of \(f_2(x)\), (c) the convergence curve of \(f_3(x)\).

Figure 2. (d) the convergence curve of \(f_1(x)\), (e) the convergence curve of \(f_4(x)\), (f) the convergence curve of \(f_5(x)\).
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Figure 3. (g) the convergence curve of \( f_4(x) \). (h) the convergence curve of \( f_6(x) \).

Figures 1-3 show that MGSA can achieve final convergence within 30 generations. The convergence rate is higher than other algorithms, and has higher convergence performance. Figure (a) and (e) show that the other three algorithms converge after 400 generations. Figure (d) shows that GSA converges around 100 generations and IGSA and BA converge at 400 generations. Figure (h) shows GSA, BA, and IGSA converge around 600 generation. In Figure (b) and Figure (c) show that GSA and IGSA, their precision is bad. Figure (f) shows BA, GSA and IGSA, their precision is low, in order to make the convergence curve of four algorithms can be shown in the same image, the target value is high and cannot compare the convergence properties of MGSA and BA. If the range is set more accurately, it can show that the convergence performance of MGSA is better than BA. Figure (g) shows that the convergence performance of MGSA is very close to BA and they are better than GSA and IGSA while the accuracy of MGSA is obviously higher than that of BA. Analysis of the convergence curves of 4 kinds of algorithms, the convergence curve of MGSA is almost vertical, frequency of arc and ladder form was significantly less than the other three algorithms. The reason is that the algorithm can quickly converge to the optimal solution area by using uniform mutation in the early stage and in the later stage, the Laplace - normal hybrid mutation is used. It can jump out of the local extremum and near the optimal solution, and then quickly converge to the optimal solution. The simulation results show that in terms of function optimization, the improved algorithm in this paper (MGSA), its convergence speed is faster than other three algorithms. MGSA also still maintains higher efficiency of finding optimal solution in the treatment of the multi-dimensional and multi-extremal problems.

As a whole, this algorithm (MGSA) has fewer iterations, faster speed of convergence, better precision of convergence and better performance of optimization.

5. Conclusions

Aiming at shortcomings of the gravitational search algorithm such as bad precision and easy to fall into the local optimal solution, this paper introduces and constructs adaptive trigger function of mutation. This kind of function generates mutation individuals in the group and the number is random and has tendency. In the process of mutation, the strategy of combining uniform mutation and Laplace-normal mutation is applied, which improves the algorithm's ability of jumping out of the local extremum and also better solves the problems such as slow location of the optimal solution at previous stage, low precision of optimization at the later stage. The simulation results show that the optimization precision of MGSA is greatly improved and has good performance in convergence performance.
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