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Abstract

Fault injection has already been used to access the dependability of web services. However, most of the existing work focuses on how to inject faults. Problems such as where to inject faults and what faults should be injected still have not been systematically studied in literature, especially for the testing of performance related issues in composite web services. This paper presents an approach that defines coverage criteria to guide fault injection testing of performance related issues in composite web services. We generate fault injection configurations that follows the defined test criteria for systematic fault injection. The configurations specify where to inject faults and what faults should be injected, and the injected faults (e.g. message delays) are generated according to the characteristics of each individual sub-service in order to make the faults more realistic. With the fault injection configurations, the fault injection process can be automatically conducted and the performance of a composite service can be effectively evaluated.
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1. Introduction

Web service is a new software paradigm that shares business logic, data, and processes across a network. With web services, a user can access functionalities via interacting SOAP packages (traditional SOAP-based web services) or JSON packages (RESTful micro services) over networks without needing to install and configure software applications locally. Because web services can add flexibility to software applications and make maintenance easy, they are intensively used in modern software systems, including business-centric information systems and embedded CPS systems [10].

Ensuring the quality of web services is an import issue for building service-based systems. Nowadays, large efforts have already been devoted to the testing of web services [2, 6]. For business logic related software quality problems, usually one can carefully design service inputs and trigger the executions of web services under such inputs to reveal faults. It is very difficult for faults to be discovered with the normal testing approaches since an unstable situation does not always manifest in a test run. Although a tester can repeatedly execute a web service, depending on luckiness to catch occasionally occurring unstable situations, and watch how the web service system handle them to validate whether the web service can always produce expected behavior, that can be very costly. This is because unstable situations often occur at very little frequency. Using the normal testing, we may not trigger these situations even after calling the service for thousands of times.

A more feasible solution to the above problem is using fault injection [16] to test such stability related problems. Fault injection injects anomalies into a system to assess the dependability of the system. Traditional fault injection approaches for web services mostly focus on functionality related issues, e.g., injecting mutated data into a system to see whether the system can handle data corruption caused by network transmission errors [4, 9, 11, 18, 21]. Besides functionality related issues, performance related issues are also very important. Compared with traditional applications, in web services, there are lots of factors that may affect the performance of a web service, and performance issues may affect the usability of a web service. Understanding performance attributes like max response time, deviation of response time, successful invocation rate, and etc. of a service under extreme situations can help service providers to further tune the service before its final deployment and make the service suitable for high-quality requirement application scenarios.
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However, for the performance related issues in complex service systems, there still lacks systematic fault injection studies in literature. Most of the existing fault injection work on web services only briefly discuss how to inject message delays [1, 3, 7, 8, 12, 13, 17, 20] or timeout faults [5, 19, 22] to test the error handling in a system. For composite services, including the ones integrated together via general programming languages like Python and the ones integrated via domain-specific BPEL service orchestration language, how to systematically inject different faults to different positions in order to evaluate the service performance under extreme conditions is still an open question. If the faults are just casually created and injected, the fault revealing ability of fault injection cannot be guaranteed.

To address the above problem, this paper presents a systematic fault injection approach for composite web services toward performance related issues. We firstly define several coverage criteria to guide fault injection, including sub-service single invocation delay coverage, sub-service multiple invocation delay coverage, and sub-service stability coverage. From these coverage criteria, we propose algorithms to derive a fault injection configuration set for a web service. The fault injection process will be conducted automatically under the generated fault injection configurations, and we will use specifications on the service availability, the max response time, the stability of response time, etc. to check whether the performance of the composite service is as expected. The proposed approach can systematically and automatically test performance problems in a composite web service with little dependence on the testers’ personal experience.

2. The Overall Approach

The subjects under test of the proposed approach are composite services that are either SOAP-based ones integrated by BPEL language or other ones that are integrated by general programming languages. A typical example of these non BPEL-based web services is the web API of OpenStack [18], which integrates various functionalities via Python to provide a RESTful service interface for cloud management.

For easy explanation, we use BPEL composite services as an example to demonstrate the approach. BPEL is an XML-based language that supports structures like sequence, if, while, invoke, etc. A BPEL service description is just like a C or Java program. It specifies the orders and connections between different sub-services in order to achieve certain high-level functionalities. Figure 1 shows an example BPEL composite service, which invokes sub-services Login, Withdraw, Deposit, etc. to provide an ATM service.

![Figure 1. An example ATM composite web service](image)

There are many different testing techniques toward the performance issues in web services, e.g., load testing, stress testing, and so on. The load and stress testing mainly focus on concurrency related issues. As an initial study, however, in this paper, we only focus on the normal performance evaluation problem. More specifically, we independently call a web service for a number of runs under a couple of fault injection configurations and watch the availability of the web service, the service response time, etc. to evaluate its performance. The concurrency related issues will be considered in future work.

A composite service depends on many sub-services to achieve its functionality. The uncertainty occurring on the sub-services may affect the stability of the overall composite service. Before a composite service is online, a service provider usually needs to carefully evaluate its performance, especially under extreme conditions, to make sure that an online service can always meet its service level agreements. Such evaluation can be conducted by largely running the composite service to collect comprehensive performance data, with the hope of luckily covering some extreme conditions. However, the execution time may take too long. In this paper, we use fault injection techniques to trigger the extreme conditions more directly. The situations where a sub-service exhibits boundary performance are injected to help evaluate the worst performance of a composite service. Compared with largely executing composite services, the fault injection approach can speed up the risk-directed performance evaluation process.

The workflow of the proposed approach is shown in Figure 2. In the first step, we analyze the architecture of the composite service under test to get a set of sub-services possibly invoked by it. For BPEL composite services, this can be done by parsing the BPEL description files.
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Figure 2. The workflow of the whole fault injection approach

Then, a fault injection configuration set will be derived for the tested composite service according to the sub-service set, a set of test cases for the composite service, and a given fault injection coverage criterion. Each fault injection configuration describes a configuration that is used to run a round of fault injection. The test cases are used to provide service inputs to trigger the execution of the given composite service. We define fault injection coverage criteria to guide comprehensive fault injection. With the defined coverage criteria, different anomalies possibly occurring at different positions of the composite service can be simulated.

Definition 1 (Fault injection configuration, FIC): A fault injection configuration is a tuple \( f = \langle t, S, a \rangle \), where \( t \) is a test case that feeds inputs for the composite service, \( S \) is a sub-service where the fault is injected, and \( a \) is an anomaly that will be injected on \( S \).

Definition 1 presents a formal definition of the fault injection configuration. For example, for the ATM composite service shown in Figure 1, assume \( t_1 \) is a test case of the composite service, the Login sub-service is called under \( t_1 \), and the injected fault is a message delay \( d \) on sub-service Login. Then, \( \langle t_1, \text{Login}, d \rangle \) is a fault injection configuration. It specifies all the options that need to be determined to conduct a round of fault injection for the ATM service.

Finally, the fault injection process will be conducted under these fault injection configurations. The process is demonstrated in Figure 3. We execute fault injection configurations one by one. In each round of fault injection, we feed the test case in a fault injection configuration to the composite service to trigger its execution. When the service execution goes through the sub-service specified in the fault injection configuration, anomalies will be injected. After a round of fault injection, the performance metrics of the composite service will be collected. We then check these metrics against certain performance specifications to determine whether the total performance of the composite service is as expected. The fault injection process can be repeated multiple times so that more performance data can be collected for evaluation.

3. Performance Specifications

For a web service, either a composite service or an atomic service, a basic requirement on performance is that the service should always give valid responses to its clients, instead of becoming unavailable due to some timeout exception. Besides, there are often requirements on the efficiency of the service. We may want the service’s max or average response time to be less than some upper bound. Too slow of a response may affect user experience or cause some high-level operations to fail. The stability of a service’s response time is also an important concern. Many service-based systems have implicit assumptions on the response time of web services. If the response time of a service is very unstable, then there will be higher risk for the whole system to exhibit unexpected behavior.

We use specifications to check the requirements on a service’s performance attributes. Because a composite service depends on many sub-services to achieve its functionality and the sub-services may even be provided by a third-party, when specifying the performance of a composite service, it is better to not only specify the requirements on the service’s performance attributes, but also clearly state under what conditions of the sub-services does the composite service must ensure such performance. The performance specifications used in this work are listed as below.

Figure 3. Executing fault injection configurations
Availability Specification: For a composite service \( C \) composed by a set of sub-services \( S(C) = \{S_1, \ldots, S_n\} \), when the response time of each sub-service \( S_k \) \((1 \leq k \leq n)\) is in a range \([L_k, U_k]\), the composite service \( C \) must always be available.

Max Response Time Specification: For a composite service \( C \) composed by a set of sub-services \( S(C) = \{S_1, \ldots, S_n\} \), when the response time of each sub-service \( S_k \) \((1 \leq k \leq n)\) is in a range \([L_k, U_k]\), the max response time of composite service \( C \) must be less than an upper bound \( U_c \).

Average Response Time Specification: For a composite service \( C \) composed by a set of sub-services \( S(C) = \{S_1, \ldots, S_n\} \), when the response time of each sub-service \( S_k \) \((1 \leq k \leq n)\) is in a range \([L_k, U_k]\), the average response time of composite service \( C \) must be less than an upper bound \( \mu \).

Stability Specification: For a composite service \( C \) composed by a set of sub-services \( S(C) = \{S_1, \ldots, S_n\} \), when the response time of each sub-service \( S_k \) \((1 \leq k \leq n)\) is in a range \([L_k, U_k]\), the standard deviation of composite service \( C \)'s response time must be less than an upper bound \( \sigma \).

The availability specification is mainly used to check whether a composite service is always available when the performance of its sub-services is still as expected. The max response time specification and the average response time specification check whether the response time of a composite service is too long in the worst situation and in the average situation, respectively. The stability specification is used to check whether the response time of a service is stable.

Our specifications clearly state the relation between the performance of the composite service and the performance of the sub-services. These specifications provide a clear clue for fault injection testing. We can inject boundary performance, e.g., worst response time or worst stability of response time, to the sub-services and watch whether the performance of the composite service violates these specifications. If a violation is found, that indicates the service composition does not carefully consider all the possibilities in the sub-services, and it may result in an unexpected performance.

4. Fault Injection Coverage

Section 3 states the problems that we want to test. With these problems under consideration, several coverage criteria are defined to guide comprehensive fault injection testing of composite web services. Their definitions are as follows.

Definition 2 (Sub-service single invocation delay coverage, SIDC): Let \( C \) be the tested composite service with a set of possibly invoked sub-services \( S(C) \). If there is a fault injection configuration set \( F = \{f_1, f_2, \ldots, f_n\} \) and for each sub-service \( S_k \in S(C) \) there exists a fault injection configuration \( f_k \in F \) that \( f_k \) injects an upper bound response time of \( S_k \) on one of \( S_k \)'s execution, we say the fault injection configuration set \( F \) achieves sub-service single invocation delay coverage.

The SIDC coverage can be used to check whether the performance of a composite service is as expected when some of its sub-service exhibit worst response times in one of the sub-service’s invocations. Besides performance, with such a coverage, there may also be larger chance to reveal some functional faults if the implementation of the composite service has made bad assumptions on the upper bound of a sub-service’s response time, e.g., setting a bad timeout value for the sub-service.

Definition 3 (Sub-service multiple invocation delay coverage, MIDC): Let \( C \) be the tested composite service with a set of possibly invoked sub-services \( S(C) \). If there is a fault injection configuration set \( F = \{f_1, f_2, \ldots, f_n\} \) and for each sub-service \( S_k \in S(C) \) there exists a fault injection configuration \( f_k \in F \) that \( f_k \) injects an upper bound response time of \( S_k \) on all of \( S_k \)'s executions, we say the fault injection configuration set \( F \) achieves sub-service multiple invocation delay coverage.

The MIDC coverage can be used to check whether the performance of a composite service is as expected when some of its sub-service exhibit worse response times in all its invocations.

Definition 4 (Sub-service stability coverage, SC): Let \( C \) be the tested composite service with a set of possibly invoked sub-services \( S(C) \). If there is a fault injection configuration set \( F = \{f_1, f_2, \ldots, f_n\} \) that for each sub-service \( S_k \in S(C) \), there exists a fault injection configuration set \( F' \subseteq F \) satisfying: (1) \( |F'| \) is greater than some lower bound \( K \); and (2) the fault injection configurations in \( F' \) inject different response time on all the invocations of \( S_k \) and the response time values evenly spread in the range of sub-service \( S_k \)'s possible response time, we say the fault injection configuration set \( F \) achieves sub-service stability coverage.

The SC coverage is mainly used to check whether the performance of a composite service is as expected when the response time of its sub-services is unstable. In the definition, the constant number \( K \) specifies the minimal number of test executions
that is required to evaluate stability. Doing fault injection following SC coverage can reduce the performance-related risks possibly caused by the uncertainty in the sub-services. This is especially important for some safety-critical service-based systems where we want the response time of a service to be as stable as possible.

5. Generating Fault Injection Configurations

We then automatically generate fault injection configurations toward the coverage criteria defined in Section 4 for fault injection testing.

5.1. Determining the range of response time for sub-services

To generate realistic faults, we need to firstly determine the ranges of possible response time (RPRT) for the sub-services. Without such information, if we just trivially inject a very large constant message delay, the total response time caused by such delay may never happen in the real system, and the fault injection can be meaningless; if we only inject a small message delay, the hidden problems may not be revealed.

The ranges can be determined by two ways. The first way is to determine such ranges according to a tester’s experience. However, there is a high risk that such ranges do not match the real performance of sub-services.

Another way to determine the ranges is to firstly execute each sub-service for a number of rounds to collect actual response time data. Then, we can enlarge the range of collected response time to some extent to estimate the possible lower and upper bounds of a sub-service’s response time. For example, if the collected range of a sub-service $S$’s response time is $[t_{low}, t_{high}]$ after executing $S$ for 1000 rounds, we can extend that range by 20% to estimate $S$’s range of possible response time, and the final range will be $RPRT(S) = [80\%*t_{low}, 120\%*t_{high}]$.

The ranges of possible response time determined by the second way can be more reasonable. However, the cost of such determination is sometimes large. One may also consider combining the above two ways to determine the ranges.

5.2. Generating fault injection configurations for SIDC and MIDC

For SIDC and MIDC coverages, we enumerate all the sub-services in a composite service and generate a fault injection configuration for each of them to obtain the final FIC set. The detail of such generation is presented in Algorithm 1. For each FIC, a test case will be selected from the composite service’s test case set to trigger the execution of the composite service. The injected faults are message delays on the sub-service’s invocations and the delayed time is determined by the range of possible response time of the sub-service (The injected message delays force a sub-service to exhibit its upper bound response time). For SIDC coverage, we intercept a random call of the sub-service to inject a message delay; while for MIDC coverage the message delays are injected to all the calls of the sub-service. The test case, the sub-service where a fault is injected, and the message delay injection option form a fault injection configuration.

The test case selection for SIDC and MIDC coverage is a little different. Assume that the fault is injected on a sub-service $S$ in a fault injection configuration $f$. For SIDC, we tend to select a test case where $S$ takes a large part of execution time during the execution of the test case for $f$, so that the impacts of the faults can be maximized. While for MIDC, a test case where sub-service $S$ not only takes a large part of execution time, but also has more invocation times.

```
Algorithm 1. Generating FICs for SIDC/MIDC coverage
input: C: a composite service; 
T: a test case set for C;
output: Fault injection configuration set
begin
F := ∅
foreach sub-service $S$ invoked by composite service $C$ do
    t which covers $S$ from test set $T$;
    determine the injected response time $r$ according to RPRT($S$);
    construct an anomaly description $a$ according to response time $r$;
    generate fault injection configuration $f = (t, S, a);
    F := F ∪ {f};
end
return F;
end
```
More specifically, let $T(t, S)$ and $N(t, S)$ be the time spent on executing a service $S$ and the number of invocations to $S$ during the execution of a test case $t$, respectively. For a fault injection configuration of a composite service $C$ that injects faults to a sub-service $S$, we will select test cases for SIDC and MIDC according to metrics $P(t, S)$ and $M(t, S)$:

$$P(t, S) = \frac{T(t, S)}{T(t, C)}, \quad M(t, S) = P(t, S) + N(t, S)$$

$P(t, S)$ is the portion of execution time of sub-service $S$ in test case $t$ that tests composite service $C$; while $M(t, S)$ is a mixed metric with both the portion of execution time and invocation times of sub-service $S$ under consideration. The test cases with highest $P(t, S)$ and $M(t, S)$ metrics will be selected to construct the fault injection configurations for sub-service $S$ in composite service $C$.

5.3. Generating fault injection configurations for SC

For SC coverage, a sub-service will correspond to multiple fault injection configurations in the generated FIC set. The detailed algorithm to generate fault injection configurations is presented in Algorithm 2.

For each sub-service $S$ in a composite service $C$ under test, we firstly select all the test cases covering $S$ as candidate bases for fault injection. In Algorithm 2, these test cases will form a set $T'$. The test cases in $T'$ will then be sorted according to the portion of $S$’s execution time in $C$ and the invocation times of sub service $S$, namely according to metric $M(t, S)$. Then, a fixed $K$ number of test cases will evenly be selected from the sorted test case list ($K$ is specified in the definition of SC coverage). These selected test cases ($T^*$ in Algorithm 2) form the final fault injection bases. If there are no $K$ test cases covering $S$ in the given test case set, the existing test cases covering $S$ can be duplicated. These base test cases stand for representative situations where sub-service $S$ is called in composite service $C$.

Algorithm 2. Generating FICs for SC coverage

```
input: $C$: a composite service;
       $T$: a test case set for $C$;
       $K$: a threshold number specified by the SC coverage.
output: fault injection configuration set
begin
    $F := \emptyset$
    for each sub-service $S$ in composite service $C$ do
        $T' := \{ \text{test cases covering } S \text{ in test set } T \}$;
        sort the test cases in $T'$ to a list $L$ according to metric $M(t, S)$;
        evenly select $K$ test cases from list $L$ to get a test set $T^*$;
        $N := \text{the total times of invocations to sub-service } S \text{ in test set } T^*$;
        $D := \{ \text{evenly select } N \text{ response time values from } \text{RPRT}(S) \}$;
        assign the response time values in $D$ to each invocation of $S$ in test set $T^*$;
        for each test case $t$ in $T^*$ do
            construct a message delay anomaly $a$ according to response time values assigned to the invocations of $S$ in $t$;
            generate fault injection configuration $f = (t, S, a)$;
            $F := F \cup \{ f \}$;
        end
    end
end
return $F$;
```

On the base test cases, we firstly count the total number of invocations to sub-service $S$. Let that number be $N$. We then create $N$ evenly spread response time values from sub-service $S$’s range of possible response time, i.e., $\text{RPRT}(S)$. These $N$ response time values form a set of unstable respond time with a large standard deviation (set $D$ in Algorithm 2). The response time values will be assigned to each invocation of $S$ in the base test cases. After that, we will create message delay faults for each base test case according to the assigned response time. If the real response time of a sub-service is less than the assigned response time value, we will add a delay to force the sub-service to respond after reaching the specified response time; otherwise, the assigned response time values are just ignored. A base test case, together with sub-service $S$ and the injected message delays on the invocations of $S$ under the base test case, form a fault injection configuration. The fault injection configurations on all sub-services form the final FIC set for the tested composite service. The fault injection system will execute the composite services under these fault injection configurations to test the service performance.

6. Experiments

We implemented the proposed fault injection approach and conducted experiments on several BPEL composite services to validate its effectiveness.
The implementation is based on the NUAA SOATest, a service-oriented software testing tool previously designed by our laboratory [25]. SOATest supports generating and executing test cases for SOAP-based web services and RESTful services. It also can inject agents to Java-based service containers to force the network transmissions to go through a proxy. We then intercept SOAP messages on the proxy to inject message delay faults.

In the experiment, we deploy sub-services on Apache Axis2 [23] and deploy BPEL composite services on Apache ODE [24]. ODE provides a library for parsing BPEL files and there is also an extension mechanism in ODE that allows tracing of the sub-services invoked in a composite service by implementing certain monitoring interfaces.

6.1. Experiment settings

The experiment subjects studied in this paper are listed in Table 1. Variants of these subjects are widely used in web service testing research [14, 15]. For all subjects, we assume the performance of the composite services is not as expected, i.e., it may violate certain performance specifications under some situations. The proposed approach will be applied to these subjects to see whether the approach can detect specification violations effectively and efficiently.

<table>
<thead>
<tr>
<th>composite service</th>
<th>description</th>
<th>#sub-services</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATM</td>
<td>an ATM service</td>
<td>7</td>
</tr>
<tr>
<td>QuickSort</td>
<td>a BPEL implementation of the quick sort algorithm</td>
<td>4</td>
</tr>
<tr>
<td>NextDate</td>
<td>a BPEL implementation of the next date problem</td>
<td>3</td>
</tr>
<tr>
<td>Triangle</td>
<td>a BPEL implementation of the triangle classification problem</td>
<td>2</td>
</tr>
<tr>
<td>MiddleNumber</td>
<td>a BPEL implementation of the middle number determination problem</td>
<td>1</td>
</tr>
</tbody>
</table>

For a composite service without fault injection, a comprehensive approach for performance evaluation (the CE approach for short) is to execute the service for a large number (\(N_{ce}\)) of rounds to check the performance attributes. Under such large number of runs, executions leading to bad performance have a high possibility to be covered. In this experiment, \(N_{ce}\) is set to 1000, and we assume the performance problems in the experiment subjects can be found under such \(N_{ce}\) value.

Executing composite services for a large number of rounds can be very costly. A simplified version of the CE approach (the SE approach) is to run the service for a medium number (\(N_{se}\)) of rounds to evaluate the service performance. \(N_{se}\) is usually much smaller than \(N_{ce}\). The SE approach is more practical and often used instead of the CE approach in actual testing. It may also detect violations to performance specifications, but with lower possibility.

The approach proposed in this paper (the FI approach) runs the composite service for \(N_{fi}\) rounds, where \(N_{fi}\) is determined by fault injection configurations generated under a given fault injection coverage criterion. During the \(N_{fi}\) rounds of service executions, we inject faults to trigger boundary performance of sub-services more directly, with the hope of speeding up the performance evaluation process.

<table>
<thead>
<tr>
<th>composite service</th>
<th>sub-service</th>
<th>lower bound</th>
<th>upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATM</td>
<td>CreateTicket</td>
<td>42</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>Login</td>
<td>78</td>
<td>183</td>
</tr>
<tr>
<td></td>
<td>CheckAccess</td>
<td>54</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td>Query</td>
<td>67</td>
<td>172</td>
</tr>
<tr>
<td></td>
<td>Deposit</td>
<td>118</td>
<td>202</td>
</tr>
<tr>
<td></td>
<td>Withdraw</td>
<td>103</td>
<td>211</td>
</tr>
<tr>
<td></td>
<td>LogOff</td>
<td>42</td>
<td>77</td>
</tr>
<tr>
<td>QuickSort</td>
<td>greateThan</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>getNumberFromArray</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>swap</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>assign</td>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td>NextDate</td>
<td>bigMonth</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>February</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Leap</td>
<td>3</td>
<td>19</td>
</tr>
<tr>
<td>Triangle</td>
<td>greateThan</td>
<td>4</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Add</td>
<td>4</td>
<td>23</td>
</tr>
<tr>
<td>MiddleNumber</td>
<td>Copy</td>
<td>5</td>
<td>22</td>
</tr>
</tbody>
</table>

In the experiment, we compare the FI approach and the SE approach to see whether the proposed approach can help
reveal performance problems in composite services. To determine the ranges of possible response times for sub-services, we use the CE approach to collect the ranges of actual response times. The collected ranges are listed in Table 2. (For subject ATM, the response time values are much larger than others because the sub-services in the ATM service operate on a large database.) These ranges will be extended by 20% as the range of possible response times of these sub-services. According to the extended ranges, we inject message delays on sub-service executions to make them exhibit max or unstable response times as specified in the definitions of SIDC, MIDC, and SC.

Because the experiment subjects are assumed to contain performance problems and the CE approach is supposed to have the ability to detect such problems, we write performance specifications for the subjects according to the performance metrics collected under the CE approach. More specifically, we run the service for \( N \) rounds (1000 rounds) to collect its max response time (MAX), average response time (AVG), and standard deviation of response time (DEV). These data (Table 3) are used as specifications to check the performance attributes of the subject services. An effective performance testing is expected to find the violations of these specifications. Because the service unavailable situations never exist in the experiment, we ignore the results of such specifications in this paper.

Table 3. The performance specifications

<table>
<thead>
<tr>
<th>composite service</th>
<th>upper bound (ms)</th>
<th>upper bound of average (ms)</th>
<th>standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATM</td>
<td>715</td>
<td>658</td>
<td>115</td>
</tr>
<tr>
<td>QuickSort</td>
<td>1981</td>
<td>1302</td>
<td>394</td>
</tr>
<tr>
<td>NextDate</td>
<td>214</td>
<td>171</td>
<td>93</td>
</tr>
<tr>
<td>Triangle</td>
<td>325</td>
<td>249</td>
<td>335</td>
</tr>
<tr>
<td>MiddleNumber</td>
<td>239</td>
<td>165</td>
<td>154</td>
</tr>
</tbody>
</table>

The experiments try to answer the following research questions.

**RQ1:** Can the fault injection approach more effectively find violations to performance specifications compared with a normal performance evaluation approach?

We compare the FI approach and the SE approach in how many total times each specification is violated in each subject to answer this research question. The FI approach is expected to effectively find such violations, while the SE approach may occasionally find these performance violations due to luck. The more times the violations are found, the higher the possibility that a testing approach can detect performance problems.

The fault injection will be conducted following three different coverages: SIDC, MIDC, and SC. The corresponding fault injection testing methods are called FI-SIDC, FI-MIDC, FI-SC, respectively. For the availability specification, we check whether an invocation to a composite service throws a timeout exception or returns some special faulty code to see whether the service is unavailable. For the max/average response time specifications, we collect response time data and calculate their average after each composite service invocation to determine whether a specification is violated. For the stability specification, the standard deviation of response time will be calculated after getting every new response time data, and we will check that standard deviation to detect performance specification violations.

To ensure fairness in comparison, we let the SE approach execute the composite services at the same times as in the fault injection approach. The three testing methods under SE approach corresponding to FI-SIDC, FI-MIDC, and FI-SC are SE-SIDC, SE-MIDC, and SE-SC, respectively.

**RQ2:** Can the fault injection approach find performance problems more efficiently compared with a normal performance evaluation approach?

We compare the FI approach and the SE approach in how many rounds the composite service are executed in a subject to detect the first specification violation to answer this research question. The fewer the rounds, the better efficiency.

### 6.2. Experimental results

- **Research Question (1)**

Table 4 shows the number of composite service invocations under different testing methods and the times of specification violations found by these methods on each subject. Here, for FI-SIDC and FI-MIDC, because the number of fault injection configurations generated for each subject is small (less than 7), to collect more performance data, we repeat the fault injection process on the generated fault injection configurations to make sure a composite service is invoked for at least 50 rounds. The
threshold number $K$ in the definition of SC coverage is also tuned to ensure a composite service is invoked for at least 50 rounds in the FI-SC testing. The SE methods invoke the composite services for the same number of rounds as the FI methods. For subjects ATM, NextDate, and MiddleNumber, the composite services only invoke their sub-services for a single time; therefore, the results of FI-SIDC and FI-MIDC are the same, and we do not list the repeated data in Table 4.

<table>
<thead>
<tr>
<th>composite service</th>
<th>#service invocations</th>
<th>#specification violations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SIDC</td>
<td>MIDC</td>
</tr>
<tr>
<td>ATM</td>
<td>56</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QuickSort</td>
<td>52</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NextDate</td>
<td>51</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Triangle</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MiddleNumber</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Times of violations to the performance specifications

From Table 4, we can see that the FI methods find much more specification violations than the SE methods. The SE methods in many cases may not even find a single time of specification violation. This indicates that with fault injection, performance problems can be more effectively detected compared to performance testing without fault injection. For subjects QuickSort and Triangle, because the FI-MIDC method injects max response time to many sub-service invocations in a test case, they detect even more specification violations than the FI-SIDC method.

* Research Question (2)

Table 5 shows the rounds of composite service executions where the first performance specification violation is found on each subject. From Table 5, we can see that the fault injection methods can find specification violations earlier than the SE methods. The FI methods can constantly detect performance problems in a few rounds, while the SE methods only detect such problems by luck. The fault injection can speed up the performance problem detection process.

In summary, the proposed fault injection approach is both effective and efficient in detecting performance problems for the experiment subjects. Therefore, we consider it a valuable choice for performance testing of composite services.

7. Conclusions

This paper presents a coverage criterion guided fault injection approach to help systematically evaluate the performance of a composite service when the sub-services exhibit boundary behaviors. An initial experimental study shows how the
approach can benefit performance evaluation. The future work includes defining more fault injection coverage criteria to guide more comprehensive testing of various performance related issues, designing better fault injection configuration generation algorithms, and conducting experiments on real service-based systems like OpenStack to further validate the proposed approach.
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